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Abstract

The reaction mechanism of RNAse T1 has been investigated with natural bond orbital (NBO) methods, the Mulliken
population analysis and the condensed Fukui function. The natural condensed Fukui function is introduced for use in chemistry.
The computational results are brought in connection with experimental findings. It is shown how significant delocalisation
of the orbitals occurs during catalysis and that an enzyme can change the weight of a resonance structure. © 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction

In this paper, it is shown how enzyme catalysis can
be treated in terms of Lewis acid/base interactions and
how reactivity indexes that relate to the interaction
energy, assist in the interpretation of Lewis structures.
With the help of natural bond orbital analysis it is
shown that van der Waals bonds begin to look like
covalent bonds during enzyme catalysis and that the
enzyme can change the weight of a resonance structure
to fit its needs.

1.1. Overview of biochemical research

RNAse T1 [1] is a guanine specific ribonuclease of
Aspergillus Oryzae. It cleaves the P-O5′ ester bond of
GpN sequences of single stranded RNA. A stable 2′, 3′
cyclophosphate intermediate is then formed and can be
hydrolysed to form 3′ guanylic acid. Eckstein et al. [2]
concluded that the reaction proceeds through inversion
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of configuration. Osterman and Waltz [3] showed that
the activity of the wild type enzyme depends on two
protonated functional groups and two deprotonated
functional groups. Steyaert et al. [4] compared the pH
profile of kcat/Km and kcat of His40Lys and Glu58Ala
mutants with the wild type enzyme. They concluded
that the catalysis in the wild type enzyme depends on
the protonated form of His40 and that His40 will be-
come deprotonated in the Glu58Ala mutant and take
over the role of Glu58 as the acid catalyst.

The residues Asn36 and Asn98 enhance the cat-
alytic activity of the enzyme through an interaction
with the leaving nucleotide of dinucleotide substrates,
and Tyr38 is a residue that directly contributes to catal-
ysis [5].

Doumen et al. [6] attributed a catalytic function to
Phe100. They found that its catalytic function does
not proceed via a subsite interaction. There was no
functional interaction between Phe100 and His92 dur-
ing catalysis but a significant functional interaction
is observed upon substrate binding. The mutation of
Phe100 causes some structural change in the active
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site due to the large cavity left after removing this
group.

Loverix et al. [7] showed that RNAse T1 cataly-
ses the formation of 2′, 3′GMP from 3′GMP because
there was a time dependent wash-in of solvent O18 in
3′GMP.

2. Theory

2.1. Theoretical treatment of the generalised Lewis
acid/base reactions

I will investigate the interaction between an enzyme
and a substrate in terms of the properties of the chem-
ical bonds that are formed or can be formed. The
Lewis acid/base concept is deeply rooted into theoret-
ical science and ideally used for this purpose. Pearson
[8] contributed considerably to the understanding of
Lewis acid/base interactions with his formulation of
the hard and soft acids and bases principle (the HSAB
principle): “Hard likes Hard and Soft likes Soft”. The
HSAB principle has found a sound theoretical ba-
sis and proof in the density functional theory, where
Chattaraj, Lee et al. [9] have shown that the energetic
stabilisation during a Lewis acid/base interaction is a
consequence of two opposing factors, the electroneg-
ativity equalisation principle [10] and the maximum
hardness principle [11]. The electronic chemical po-
tential 1 , which naturally arises from the density func-
tional theory [12], has been identified with the negative
of the electronegativity [13]. And the electronegativ-
ity can be defined by Mulliken’s formula ((I + A)/2),
i.e. half of the sum of the ionisation energy and the
electron affinity of the chemical species under inves-
tigation. The maximum hardness principle has been
proven independently by Parr and Chattaraj by making
use of the fluctuation-dissipation theorem of statistical
mechanics [11].

Several important reactivity indexes that can be used
to characterise Lewis acid and base interactions, have
been derived from the basic equation for the change of

1 This term may not be confused with the chemical potential
from thermodynamics, it is related to this quantity because in
the density functional theory the system under investigation is
the equilibrium state of a grand canonical ensemble at 0 K. The
chemical potential from the grand canonical ensemble is related
to the thermodynamic chemical potential.

one ground state to another from the density functional
theory [14]

dE = µ dN +
∫

ρ(r)v(r) dr (1)

itself a product of the famous theorem of Hohenberg
and Kohn [15].

A Taylor series expansion to second order of this
equation can be obtained (2):
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we can attribute a chemical relevant meaning to several
of the terms.

The electronic chemical potential (first term), being
the negative of the electronegativity is defined as

µ =
(

∂E

∂N

)
v(r)

(3)

where E is the energy, N the number of electrons and
v(r) the electrostatic potential that the electrons expe-
rience due to the nuclei, r and r′ are independent spa-
tial co-ordinates. All quantities considered here and
in the sequel are given in atomic units.The chemical
hardness (fourth term) is defined as

η = 1
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(4)

The density functional theory definition of the electron
density is given by (second term).

ρ(r) =
(
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)
N

(5)

here the functional derivative was taken.
Making use of the former statement (5) we can write

for the third term
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(
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v(r)

(6)
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Here f(r) is called the Fukui function (i.e. the frontier
electron density) [16]. Parr and Berkowitz [17] have
derived an expression for the last term of Eq. (2). Li
and Evans [18], who have treated this term in detail,
obtained an expression in terms of the quantities here
defined.

While Eq. (2) gives the change of energy of one
system under the influence of an interaction we can
write down an equation for the change in energy when
two systems (k and l) interact.

�Etotal = �Ek + �El (7)

�Etotal = (µk − µl)�N + (ηk + ηl)�N2 (8)

+
∫
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This expression shows how quantities Eqs. (3)–(6) are
related to the change in energy during an interaction.
Making use of the finite difference approximation we
can write:

µ = I + A

2
and η=I − A

2

f +(r) = ρN+1(r) − ρN(r),

f −(r) = ρN(r) − ρN−1(r),

f 0(r) = 1
2 [ρHOMO(r) + ρLUMO(r)]

where I and A are the ionisation energy and the elec-
tronaffinity, respectively, and I have taken the right and
left derivative for the Fukui function.

The quantities from Eq. (8) are global quantities
of the system and are essentially the electronegativity
and half the band gap between the highest occu-
pied molecular orbital and the lowest unoccupied
molecular orbital. The first term of Eq. (9) is the
Coulomb interaction between two systems and the
second represents the energy stabilisation due to the

orbital interactions between the two systems. The last
term is always negative due to the linear response
function [19]. The term η is related to the hardness
of Pearson [20] and it can be shown that the hardness
acts against electron transfer and is inversely propor-
tional to the energy lowering during charge transfer
[21]. The expressions in Eq. (9) are local quantities
(i.e. their value is dependent on the spatial co-ordinate
r) and can thus be used as selectivity indexes.

It is important to realise that all of these quantities
have obtained a meaning in chemistry independent of
their derivation from the basic equations of the density
functional theory.

By making use of the generalised polyelectronic
perturbation theory Klopman [22] was able to derive
an expression for the interaction between an electron
donor and an electron acceptor. He then identified
charge controlled and frontier-controlled interactions.

Fujimoto and Fukui [23] showed that it is possi-
ble to approximate the common wave function of two
interacting systems by a linear combination of the
wave functions of the adiabatic interaction (both sys-
tems in the ground state), the charge transfer reaction
(one electron transferred from one system to the other)
and the polarisation interaction (one electron excited).
They then obtained an expression that subdivides the
interaction energy into four terms, Coulomb interac-
tion, exchange interaction (which arises due to Pauli’s
exclusion principle and the subsequent use of Slater
determinants to approximate the wave function), de-
localisation and polarisation interaction.

It was Fukui who first proposed the use of the fron-
tier electron density [24] as a reactivity index. He
pointed out that during the course of a reaction the
HOMO–LUMO interactions become more dominant
over the other terms. He further stated that the increase
in the electron density in the intermolecular region
originates from the overlapping of the HOMO and the
LUMO between reactant and reagent [25,26] and that
the nodal properties of the HOMO and the LUMO
are important in predicting what change in molecular
shape will take place.

Fukui and Fujimoto formulated the following rule
for the frontier-controlled reactions:

“The majority of chemical reactions are liable to
take place at the position and in the direction where
the overlapping of the HOMO and the LUMO of re-
spective reactants is at its maximum; in an electron
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donating species, HOMO predominates in the overlap-
ping interaction, while the LUMO does so in an elec-
tron accepting reactant; in the reacting species which
possess singly occupied molecular orbitals these play
part of HOMO or LUMO or of both.”

This can be compared with the rule formulated
by Parr and Yang for Eq. (6), of two different sites
with generally similar dispositions for reacting with
a given reagent, the reagent prefers the one which on
the reagent’s approach is associated with the max-
imum response of the systems electronic chemical
potential Eq. (3).

2.2. How to obtain the chemical structure of a
molecular system

The electronic structure and the electronic proper-
ties are best obtained directly from the Schrödinger
equation of the molecular system. The usual ap-
proximations have to be applied however, the Born
Oppenheimer approximation [27,28] states that, due
to the huge difference in mass between the nuclei and
the electrons, we can separate the wave function of
a system in two factors, a nuclear and an electronic
wave function.

This implies that the nuclear positions are treated
parametrically into the electronic part and that we have
to solve an electronic Schrödinger equation. This ap-
proximation enables us to treat molecular systems. An
important consequence of this is that we must care-
fully select meaningful nuclear co-ordinates to ob-
tain meaningful properties. The non-linear electronic
Schrödinger equation can then be solved by means of
the Hartree–Fock approximation [29], which implies
the use of the variational theorem with Slater determi-
nants as trial functions. The mathematical details of
this approximation can be skipped, but it has a number
of important consequences:

• every electron in the system is described by a one
electron wave function,

• each electron moves in the field of the nuclei and
the average field of all other electrons,

• it takes the repulsive force between electrons of
equal spin into account (exchange repulsion) or the
Pauli’s exclusion principle,

• the Coulomb repulsion between two electrons of
opposite spin occupying the same energy level is not

accounted for and results into a correlation energy
correction.

The molecular one electron orbitals can be ex-
pressed as linear combinations of hydrogen like
atomic orbitals centred on the atoms that consti-
tute the molecule and the expansion coefficients are
used as variational parameters. In the Roothaan–
Hall–Hartree–Fock [30] equations (RHF) two
electrons of opposite spin occupying the same
energy level have the same spatial part while the
Pople–Nesbeth–Hartree–Fock [31] equations (UHF)
give electrons of opposite spin different spatial func-
tions. The former are generally used for closed shell
systems the latter for open shell system (e.g. radicals).
These equations produce an approximate wave func-
tion and energy of the system and the various quanti-
ties given in Eqs. (3)–(6) can be obtained from them.

This is the famous linear combination of atomic
orbitals approach. The Hartree–Fock equations are
extensively documented in the literature and can be
obtained from all commercial ab initio software pack-
ages. The calculation were performed with Gaussian
98 W [32].Conceptual methods have been developed
that facilitate the interpretation of the wave function
and related properties. Mulliken [33] developed a
number of closely related charge distributions based
on the LCAO-MO wave function. In his original pub-
lication he explained the concepts very well. Weinhold
and co-workers [34,35] developed a more sophisti-
cated method to analyse LCAO-MO wave functions,
the natural bond orbital (NBO) analysis method. With
this method we can directly obtain the electronic
structure of a molecular system in terms of over-
lapping and interacting atom-centred-hybrid-orbitals.
The NBO method consists of applying a set of math-
ematical procedures to the density matrix (that is
obtained automatically from the Roothaan–Hall and
the Pople–Nesbet equations) to obtain the natural
atomic orbitals (NAO’s). The NAO’s can be used
to calculate a population analysis [36]. The density
matrix expressed in terms of the NAO can then be
partitioned according to the occupation of the NAO’s.
NAO’s of high occupancy (>1.999 e) are core or-
bitals and eigenvectors of one-centre blocks of high
occupancy (>1.9 e) are of lone pair type. Two centre
blocks are used to obtain bond eigenvectors. It is also
possible to identify low occupancy antibonding and
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Rydberg orbitals. A localisation procedure is then ap-
plied by minimising the coupling between the highly
occupied non-core elements and the low occupied
elements. With NBO analysis methods we obtain a
complete quantitative picture of the Lewis structure
including information about hybridisation effects and
bond polarisation in term of natural localised molec-
ular orbitals. Interactions between highly occupied
structures and low occupied structures can be used
to study non-covalence effects, (e.g. van der Waals
complexes).

For the UHF case one obtains different hybrids for
different spins [37,38] so we can apply the method to
radicals too.

Yang and Mortier [39] proposed the use of the con-
densed Fukui function

f +
k = qk(N + 1) − qk(N) (11)

f −
k = qk(N) − qk(N − 1) (12)

f 0
k = 1

2 [qk(N + 1) − qk(N − 1)] (13)

with q the Mulliken charge of atom k in the ground
state system with N electrons and the system with
N + 1 and N − 1 electrons calculated with the
same nuclear conformation as the system with N
electrons.

In the SCF-MO theory localised molecular orbitals
are an equivalent representation of the physical system
as the canonical molecular orbitals from which they
are obtained. NAO’s and NLMO’s have an associated
electronic occupation and they can thus uniquely par-
tition the electron density. This one to one mapping
allows us to attribute a chemically relevant meaning to
each partition. Because differentiation and integration
are commutative operators it is possible to incorpo-
rate the NAO and NLMO occupations in Eq. (6) to
obtain a natural condensed Fukui function (NCFF).
Here we must make use of the different orbitals for
different spins approach. An equivalent explanation
can be given, when we calculate how the electronic
system changes when it comes into contact with a
hypothetical atom of +∞ electronegativity we obtain
f − or f + if the hypothetical atom has −∞ electroneg-
ativity. (For a short tutorial about NBO analysis see
[53].)

3. Results and discussion

3.1. The basic model: development and initial
assessment

Loverix et al. [7] showed that RNAse T1 is ca-
pable of catalysing the cycling between 3′GMP and
c2′, 3′GMP. Therefore, it seemed logical to use the
X-ray data from the RNAse T1/3′GMP [40] complex.
Kinetic experiments showed that the residues His40,
His92, Glu58, Tyr38, Phe100 are involved in the cat-
alytic reaction while Arg77 is thought to be involved
due to its charge and proximity to the active site.
Therefore, I consider these residues collectively as a
functional group of the enzyme. In chemistry local
properties of functional groups are transferable, there-
fore it is useful to calculate these local properties in
isolation. Moreover it has been shown that NBO’s
are inherently more transferable [41] than localised
molecular orbitals often by a factor 2–4.

I completed the model by adding hydrogens (X-ray
diffraction cannot “see” hydrogens). Hydrogens that
were not part of ionizable groups or that did not have
any conformational freedom were assigned standard
bond lengths and angles.

Experimental research revealed that His40, His92
and Arg77 must be protonated and Glu58 is unproto-
nated. There is no information about the protonation
of the substrate phosphate group.

As a consequence I constructed a model that in-
corporated all amino acids formerly mentioned (H40,
H92, E58, Y38, F100, R77) the 3′GMP substrate and
water 818 (PDB file ID). The hydrogens connected to
the Nδ and the Nε of both histidine residues, all hydro-
gens of the aromatic phenylalanine ring, the hydroxyl
hydrogen of tyrosine and all hydrogens attached to
the nitrogens of the arginine group, the 2′ hydroxyl
hydrogen of 3′GMP and the hydrogens of the wa-
ter molecule were assigned guessed positions. I al-
lowed these hydrogens to relax in the presence of the
unprotonated phosphate group at the PM3 2 [42,43]
level (of computational accuracy) which resulted in
the abstraction of a proton from the His92. I con-
cluded that this structure has no chemical meaning

2 PM3 is a semiempirical method that has been used for techni-
cal reasons here, it is available with many commercial software
packages.
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since experimental evidence demonstrated that His92
must be protonated. I then performed three relaxation
calculations at the PM3 level. In each calculation, I
now added a proton to one of the three stereochem-
ically different phosphate oxygen’s (the fourth oxy-
gen constitutes the phosphoester linkage). This re-
vealed the position of the proton on the phosphate
group. It is located on the phosphate oxygen closest to
the Glu58, forming a hydrogen bridge with Glu58. In
that model the two other phosphate oxygen’s formed
a hydrogen bridge with His92 and Tyr38. All geome-
tries obtained at the PM3 level were recalculated at the
RHF/3-21G [44] 3 and the B3LYP/3-21G [45,46] 4

level. These calculations confirmed the results from
PM3. The same hydrogen’s plus the 5′ hydroxyl hy-
drogen of the substrate molecule were allowed to relax
at the RHF/3-21G level in order to get a more accurate
geometry (model 1). 5

The structural data from the X-ray diffraction study
(revealing the positions of the heavy atoms C, N, O,
P) are now supplemented with the positions of the H
atoms obtained from ab initio calculations. This struc-
ture demonstrates how Glu58 prefers to form a strong
hydrogen bridge with the singly protonated phophate
group of the 3′GMP rather than with the 2′OH of
the ribose ring of 3′GMP. It is generally accepted
from experimental evidence that the 2′OH must be ac-
tivated, otherwise their is no catalytic activity. This
demonstrates how 3′GMP prevents Glu58 from acti-
vating the 2′OH group and thus demonstrates the in-
hibitory mechanism of 3′GMP. A dinucleotide cannot
do this since there is simply no proton available for
H-bonding. It also illustrates how protons can play a
key role in the regulation of biological processes and
it is an example of product inhibition.

Because of this, the reactivity indexes calculated
with the model geometry now available will proba-
bly not give information about a possible nucleophilic
attack of the 2′OH group on the phosphate. Loverix
et al. [7] reported the cycling between 3′GMP and
c2′, 3′GMP. A detailed investigation of the interaction

3 The term behind the slash stands for the atomic basis functions
being used, for an explanation please see [44].

4 This indicates that the Kohn Sham equations (which can include
correlation effects) have been used rather that the Hartree–Fock
equation.

5 Exact nuclear co-ordinates of this model can be obtained upon
request from the author.

between the active site and the phosphate group must
be performed in order to reveal this apparent contra-
diction.

3.2. The basic model: refinement

The guanine ring and the 5′ CH2OH group of
3′GMP are not directly involved in the reaction. I re-
placed the guanine ring and the 5′ CH2OH group with
hydrogen’s and performed a NBO analysis of this sys-
tem and then compared these results with the results
from an NBO analysis performed on 3′GMP. This
showed that the electronic structure of the phosphate
and the 2′, 3′ portion of the ribose ring were prac-
tically identical in both systems. I performed these
calculations with different basis sets, this showed that
the d-orbitals are a lot more important on the phos-
phate atom than on the other atoms. The lone pairs
on the oxygen’s interact with these orbitals, therefore
we can conclude that they are part of a delocalised
structure. Calculations at the MP2 level revealed that
with a correlated wave function the lone pairs on the
phosphate oxygen’s tend to interact more with the
phosphate atom than in the uncorrelated wave func-
tion. The properties were not sufficiently altered as to
justify the rejection of an uncorrelated wave function
for modelling purposes. The phosphate group cannot
be modelled without the use of d-orbitals though.

A similar analysis was done with the amino acids,
which revealed that the amino acid part had little influ-
ence on the electronic structure of the side chains, no
d-orbitals were of any particular importance. Based on
these calculations I constructed a second model which
contains only the essential part of the functional group
it will be used in the sequel.

3.3. Calculations and results

The properties of the individual amino acid side
chains (in their protonated and deprotonated forms)
were calculated, with the geometry obtained from an
optimisation of these at the RHF/6-31G(d) level (i.e.
not with the geometry obtained from the crystal struc-
ture). They will serve as a reference system and as
an illustration of the use of the NCFF. I also per-
formed a calculation of all amino acid residues, as a
supermolecular complex, in the absence of substrate.
In this structure the amino acid residues maintained
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their electronic properties and there were no impor-
tant charge transfer interactions between them only
multipole interactions. This result is not unexpected.
The interactions of the individual amino acid residues
with the substrate (i.e. substrate + one amino acid)
were also investigated and compared with the results
obtained from a model containing all relevant parts
together. This provided very interesting information.

3.4. Results and conclusions for the amino acid
residues

Term (9) contains the most important local proper-
ties of the system, the Coulomb interaction and the
HOMO–LUMO interaction. The natural charge distri-
bution will serve as a Coulomb interaction index. The
natural condensed Fukui function (which is very use-
ful) and the condensed Fukui function will be used to
investigate the frontier orbitals. The results of a full
NBO analysis (calculated with the closed shell system)
contain valuable information about the intramolecular
interactions. The fragments and the atoms in the frag-
ments will be named as applicable in PDB files.

3.5. Results for Glu58 (Figure 1a)

The interpretation of the reactivity indexes refers
to the protonation of the carboxyl group. The inter-
pretation of the charges is trivial. The NBO analyses
of the ion shows three lone pairs on both oxygen’s
(one sp and two p-type) and one lone pair on the car-
boxyl carbon. On each oxygen one p-type lone pair
interacts heavily with the lone pair on the carbon and
with the antibond on the opposing C–O bond, this is
typical for delocalization stabilisation [47–49] (see ar-
rows identified by no. 1, Fig. 1a). If I looked at the
left derivative of the NCFF (=f −) it showed that both
oxygen’s and the carboxyl carbon lose one p-type or-
bital, and only one double bond is formed between the
carboxyl carbon and an oxygen (see arrows identified
by no. 2, Fig. 1a). Later I investigated the structure af-
ter protonation and there the bond between the single
bonded oxygen and the proton contains a hybrid of sp
type on the oxygen. The NCFF thus correctly predicts
the covalent changes that will happen during a Lewis
acid/base interaction. The right derivative of the Fukui
function of this molecule has no much meaning, be-
cause a counterpoise calculation proved that the result

is a basis set artefact. An empty basis function 5 Å
from the molecule was the Fukui function.

3.6. Phe100 (Figure 1b)

The charges and the NBO analysis are in com-
plete agreement with what can be expected for such
a molecule. The interpretation of the Fukui function
(here f −) is tricky. The NCFF locates a low occupied
p-type lone pair on the Cg and the Cz (see block ar-
rows Fig. 1b).

There is a strong interaction with the hybrid on the
Cd1 and the Ce2, respectively, (see arrows Fig. 1b).
This explains the ortho/para orientation of an elec-
trophilic aromatic substitution at toluene. If the elec-
trophile attacks the Cz, the para product will be
formed. An attack on the Cg cannot force the methyl
group to leave but, due to the delocalization interac-
tion with the Cd1 the ortho product will be formed.
There is no reason for a meta product.

3.7. His92 and His40 (Figure 1c)

The electronic structure of the imidazolium ion ob-
tained from NBO analysis shows that the nitrogens
are most negatively charged, and the Ce1 carbon is
most positively charged. All covalent bonds formed
with the nitrogens are strongly polarised towards the
nitrogen. This indicates that ionic forces are also im-
portant in this molecule. The right derivative of the
Fukui function (=f +)of imidazolium predicts a possi-
ble nucleophilic attack on the Ce1. The NCFF locates
a low occupied lone pair on the Ce1 (block arrow with
no. 1, Fig. 1c) that is strongly interacting with the lone
pairs of the nitrogens (justifying the relatively high
values there for the Fukui function) (see arrows with
no. 2, Fig. 1c). The analysis of unprotonated imida-
zole showed that this system has a very similar elec-
tronic structure as the imidazolium ion. Surprisingly
the f − predicts no electrophilic attack on the nitro-
gens, but on the Cg, Cd2 and to a lesser extent on the
Ce1 (see block arrows with no. 3, Fig. 1c). We still
see a protonation of the nitrogens with the formation
of a covalent bond. Since this bond is very polarised,
Coulomb forces will stabilise it. If I make a detailed
comparison between the electronic structures of the
protonated and the unprotonated forms, I see that only
the polarisation of the Ce1–N bond is different in both
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Fig. 1. Isolated amino acids.



P. Demeester / Journal of Molecular Catalysis B: Enzymatic 15 (2001) 29–43 37

Fig. 1. (Continued).

structures. The lone pair at the formerly unprotonated
nitrogen retains its local properties after protonation at
this site. This proves that the nitrogens are hard cen-
tres and a protonation reaction at the nitrogen is not
frontier-controlled.

3.8. Tyr38 (Figure 1d)

The NBO structure of this molecule agrees with
general knowledge, but the lone pair on the hydroxyl

oxygen interacts with the aromatic ring (see arrow with
no. 4, Fig. 1d) and is thus also involved in resonance
stabilisation. The interpretation of f − is analogous to
the Phe100 case. Here the lone pair of the hydroxyl
oxygen interacts with the low occupied lone pair on
Cz (see arrow with no. 5, Fig. 1d). The f − for the
molecule with the hydroxyl group deprotonated was
also calculated. A beta lone pair on the O(OH) oxygen
disappeared, causing an electron transfer from the Cg
via the Cd2 to the Ce2 and the Cz (see arrows with
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no. 2, Fig. 1d). A double bond was formed between
the oxygen and the Cz in the beta system (=the beta
electrons) that is responsible for the negative value at
Cz. The alpha system reacted with an opposite elec-
tron transfer, but only partially compensated at the
Cg.

3.9. Arg77

The interaction of arginine with the other parts of the
functional group has only an electrostatic component.
Several properties, which I obtained were interesting
on their own right, but had no relation with the problem
at hand and therefore, I will not treat them.

3.10. Substrate molecule (Figure 2, [52])

The phosphate group in the substrate molecule is
important. The P–3′OR and the P–OH single bonds
are very polarised, as a consequence they are almost
ionic. The Mulliken bonding index shows no much
bonding density between them. All lone pairs of the
four oxygen’s have a strong interaction with the spd
system on the phosphorus atom (see arrows). This in-
dicates delocalization and partial bond formation, and
adds a non-ionic character to the bond. The f − indi-
cates that a lone pair on the oxygen can be involved in
an interaction with a Lewis acid (block arrows). When
I put d-orbitals on the phosphate group alone, the sys-
tem was practically not different from the system with
d-orbitals on all atoms (Fig. 2).

3.11. Interactions of the individual side chains with
the substrate

NBO analysis can be used to investigate non-multi-
pole intermolecular interactions. In NBO analysis hy-
drogen bonds are characterised by a delocalisation of
the lone pair of the electron donor into the antibond
associated with the interacting H–X bond [50,51]. I
performed an NBO analysis on a supermolecule of the
substrate and one specific amino acid residue in the
absence of all other atoms. The results obtained from
these calculations will be used to facilitate the inter-
pretation of the data obtained from the calculations on
the complete functional group in interaction with the
substrate.

3.12. His40–substrate interaction

Here I found a typical hydrogen bond between a
lone pair on the 2′O and the Ne2–H antibond on the
histidine residue. Delocalisation of an lone pair in an
H–X antibond is typical for all hydrogen bridges [35].
There are no additional important orbital interactions
between this residue and the substrate.

3.13. His92–substrate interaction

The orbital interactions between His92 and the
phosphate group are different from those observed
between His40 and the 2′O group on the substrate.
The lone pair antibond interaction is much stronger;
there is an unusual Rydberg population on the hydro-
gen attached to the Ne2 and the Cd2–Ne2 antibond is
also participating in the interaction. Taken together,
this shows that the negative charge on the phosphate
group is delocalising in the imidazolium ion system
with resonance stabilisation as a consequence. So we
have a hydrogen bond with resonance stabilisation.

3.14. Tyr38–substrate interaction

Two lone pairs located on the same oxygen of the
phosphate group interact with the antibond of the
hydroxyl group; there is a Rydberg population on
the hydroxyl hydrogen and an intermolecular anti-
bond/antibond interaction between the P–O antibond
and tyrosine hydroxyl antibond. Taken together these
indicate very strong delocalization stabilisation and
an extra stabilisation due to resonance between the
tyrosine residue and phosphate group.

3.15. Arg77–substrate interaction

There are no important orbital interactions between
Arg77 and the substrate. Therefore, I conclude that the
role of Arg77 in the active site of the enzyme will be
electrostatic of nature.

3.16. Phe100–substrate interaction

The structure of the phosphate group, which was
already strongly delocalised due to the interaction
between the lone pairs on the oxygen’s and the spd
system on the phosphate group, becomes even more
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Fig. 2. Phosphate group of the isolated substrate molecule.
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Fig. 3. Active site interactions.

delocalised in this model. The structure of the phos-
phate group is not well described by considering only
a localised single bond at P–3′OR and at P–OH. A
structure now containing four lone pairs on these
oxygen’s and two low occupied lone pairs on the
phosphorus atom now becomes as important as the
structure described previously (see arrows on phos-
phate group, Fig. 2 and the callout). In the isolated
substrate molecule (as shown in Fig. 2) this resonance
structure has 2.189% non-lewis density and was
therefore not considered because the most localised
system had 1.257% non-lewis density and had prece-
dence over the former (see natural resonance theory)
[47,48].

In the model considered here no difference in
non-Lewis occupancy between the two resonance
structures considered was found any more.

3.17. Crystal water–substrate interaction

The crystal water 818 only has a relatively weak
charge transfer interaction with the phosphate oxygen
lone pair indicating a classical hydrogen bond.

3.18. Properties of the major functional group

The functional group of interest can now be lim-
ited to those residues that directly interact with the
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phosphate group of the substrate; a 6-31G(d) basis was
used for the phosphate group and a 6-31G basis for
the other atoms in the system (see Fig. 3).

The NBO analysis of the interaction between the
substrate and the active site residues Glu58, His92,
Arg77, Phe100 and Tyr38 revealed strong delocal-
ization of the Lewis bonds in the vicinity of the
phosphate group. The Lewis structure of the phos-
phate group was similar to the structure described
in the Phe100-substrate model. The Tyr38 hydroxyl
hydrogen, the His92 Ne2 hydrogen and the hydrogen
attached the phosphate group now lose their Lewis
bonds with the parent residues and become embed-
ded in a delocalised system. Surprisingly no lone pair
H–X antibond interactions, so typical for hydrogen
bonds, were observed any more (see block arrows
containing H, Fig. 3).

I performed a Mulliken population analysis to get
more information about what was going on here.
The overlap population between O(OH)–H of Tyr38,
Ne2–H of His92, PO–H, P–OH and P-3′OR for the
model considered here was compared with the overlap
population in the isolated structures. The results are
given in Table 1 (see the bonds tagged with M, Fig. 3).

The electron population on the phosphorus atom de-
creased with 0.225 e (due to a population change in
the 4p atomic orbitals) and the oxygen gained electron
density (0.30 e). The f + and the f − were also calcu-
lated for this system. The f + was located on the His92
and had exactly the same properties as the correspond-
ing Fukui function on the isolated structure of His92,
the f − was completely located on the Phe100 and also
had the same properties as on the corresponding ref-
erence structure. The values of the Fukui function are
given in Fig. 3.

Table 1
Mulliken overlap charges (a.u. = atomic units)a

Functional
group/2 (a.u.)

Reference
structure/2 (a.u.)

Tyr38 O(OH)–H 0.23 0.26
His92 Ne2–H 0.12 0.29
PO–H 0.12 0.24
P–OH 0.38 0.27
P-3′OR 0.27 0.18

a This table shows how the indicated overlap population
changes in the functional group with respect to the reference
structure.

Since the Glu58 has adopted a conformation typi-
cal of inhibitor binding I investigated the properties of
the former system in its absence. In the NBO analy-
sis only the PO–H overlap population raised to 0.24
e (its normal value) but the f − became localised on
the Tyr38 where it had distinctly different proper-
ties than the f − on the reference system. The prop-
erties were very similar to the reference system with
the hydroxyl group deprotonated, only the negative
term on the Cz was not present. This is probably be-
cause the lone pair on the oxygen formerly involved
in double bond formation has found a more suitable
partner than the partially filled lone pair on the Cz.
The NBO analysis was also performed on this model
with a 3-21G-basis set to check for possible basis
set artifacts, but the result with this basis set was
similar.

4. Conclusions

Of general importance to conceptual chemistry (and
biochemistry) is that NBO’s are very suitable to in-
terpret the Fukui function. The information we ob-
tain from the NCFF can directly be interpreted with
the help of the Fukui rule. Sometimes it is possible
to predict the intramolecular covalent changes that
will happen during a Lewis acid/base interaction (e.g.
Glu58 case) but this has to be done with caution.
The equations from the DFT then shows what role
the Fukui function plays in the energy change dur-
ing an Lewis acid/base interaction and so adds to our
understanding.

For the enzymatic reaction mechanism it can be
concluded that the phosphate group is not going to
experience a frontier-controlled nucleophilic attack
without a significant change in its structure. The f +
does not indicate any sensitivity not in the functional
group and not in the isolated substrate molecule.
The f + and the f − are located on the His92 and
the Phe100, respectively. This may be connected
to the functional interaction that was measured by
Doumen et al. [6] between His92 and Phe100 during
the binding of a dinucleotide substrate, but may also
be caused by the inhibitory conformation adopted by
Glu58.

This does not yet explain the cycling hypothesis of
Loverix et al. [7]. They incubated 3′GMP with 40%



42 P. Demeester / Journal of Molecular Catalysis B: Enzymatic 15 (2001) 29–43

methanol and RNAse T1 to obtain c2′, 3′GMP and
GpMe. (The experiments they performed with RNAse
A are of no use here since RNAse A does not have a
functional analog of Glu58).

The NBO analysis reveals significant changes in
the electronic structure of the phosphate group and
its surroundings. In at least one important resonance
structure the phosphate group resembles the electronic
structure of an RPO2

2−H intermediate (see Fig. 3)
which has two occupied lone pairs (the resonance
structure in Fig. 3 has low occupied lone pairs). The
hydrogen’s surrounding the phosphate group have un-
dergone dramatic changes in their electronic struc-
ture indicating an unusual strong interaction. I think
this means that the active site residues Tyr38 and
His92 are in a process of pulling the oxygen’s away
of the phosphorus atom. This would allow the lone
pairs of the methanol oxygen to interact with the low
occupied lone pairs on the phosphor atom (as indi-
cated in Fig. 3). This in turn would allow replace-
ment of the OH group with a CH3O group. Glu58
will then lose its hydrogen bond with the phosphate
group and will probably adopt a conformation typ-
ical for a catalytic site, where it interacts with the
2′OH of 3′GMP. The enzyme can then catalyse the
formation of c2′, 3′GMP from 3′GpMe in the usual
way.

The results of the NBO analysis do more than just
assisting in the explanation of an observed reaction.
The hydrogen’s participate in a delocalised system
covering many atoms rather than forming hydrogen
bonds. Therefore the hydrogen’s initiate the formation
of an electronic structure that is completely different
from the structure of the substrate that can exist out-
side the active site of the enzyme. The results of the
calculations with Glu58 left out demonstrate this too.
Phe100 alone causes the same shift in the weight of
the resonance structure concerning the P-3′OR and the
P–OH bonds as the entire functional group. This is in-
dicative for a possible role of Phe100 in the catalytic
mechanism as Doumen et al. [6] said.

Finally, the intense change in orbital interactions
observed in the vicinity of the chemical group that is
the subject of the catalytic mechanism, stands in sharp
contrast with the almost complete absence of orbital
interactions between the active site residues without
bound substrate. So what is described here may be
typical for enzyme catalysis.
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